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-- I. INTRODUCTION

At the request of the Assistant Secretary for Planning and Evaluation, Department of Health

-- and Human Services (ASPE), and the Food and Nutrition Service (FNS), U.S. Department of

Agriculture, the Committee on National Statistics of the Commission on Behavioral and Social

Sciences and Education of the National Research Council convened a panel in 1988 to evaluate

_ microsimulation models for social welfare programs. In the words of the panel, "We are excited about

the prospect that powerful new hardware and software technology will make possible a new

generation of microsimulation models that support increased modeling capabilities and flexibility for

analysts" (Citro and Hanushek, 1991, p. 191). The panel went on to recommend that agencies, such

as FNS and ASPE, that are responsible for developing public policy support the movement of

-- microsimulation models from mainframe computers to the powerful new personal computers (PCs)

or workstations. The panel was very encouraging about the potential for PC-based microsimulation

models to assist in achieving the objectives embodied in other panel recommendations. These

w objectives include:

-- · Facilitating access to models by policy analysts and others who are not computer
systems experts

_ · Reducing the time, effort, and computing cost of preparing policy simulations

· Adding information on the level and sources of uncertainty in the simulation
estimates

· Improving the documentation on the models and the procedures for archiving
earlier simulations and versions of the models

The panel further recommended that efforts to shift microsimulation models to PCs proceed in a

incremental or staged manner. This would allow the lessons learned in one stage to be incorporated

-- in the development effort before moving to the next stage of model improvement.
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This report has a dual purpose. First, it documents the plan of Mathematica Policy Research,

Inc. (MPR) for moving a set of components of the Micro-Analysis of Transfers to Households

(MATH®) model routinely used in responding to FNS requests for analysis of the Food Stamp

Program (FSP) to the PC environment. Second, it describes more generally our overall design goals

for moving the entire MATH model to the PC environment, emphasizing our long-term goals and

presenting an explicit plan for the next stage of the work. In Chapter II, we provide an overview of

both microtechnology and microsimulation models other than MATH that operate on the PC.

Chapter III explains the functions, development, design, and operating environment of the current

MATH model. Chapter IV presents _he design goals for the proposed PC-based MATH model.

Chapter V presents the results of testing the PC to determine whether it is capable of handling the

MATH model, and Chapter VI. explains our approach to implementing the model on the PC.
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-- II. OVERVIEW: MICROCOMPUTER TECHNOLOGY AND MICROSIMULATION ON THE PC

Microcomputers have dramatically affected the way in which we work in almost every field,

_ including microsimulation. In this chapter, we discuss the state of the art in microcomputer

technology, and we describe several microsimulation models that operate on the PC.

A. THE STATE OF THE ART IN MICROCOMPUTER TECHNOLOGY

Sustained rapid advances in computing capabilities continue to shift much of our quantitative

research operations away from mainframe systems to the microcomputer. This section documents

several of the most important advances in processing speed and disk speed, and in increased storage

-- capacity. It also explains the declining cost of microcomputers. To provide a context for this

discussion, we define microcomputer architecture and present an overview of the evolution of the PC.

Because this report depends on technical language, we have included a glossary of terms in Appendix

-- A.

-- 1. Microcomputer Architecture

There are four major components of a microcomputer. The central processing unit (CPU), or

chip, is the heart of the computerfi It is where all the program instructions are carded out. 2 The

_ second major component is the memory (random access memory, or RAM). This is where the

program temporarily resides as it is being executed. The third component is permanent storage,

which may take the form of hard disks or floppies. The fourth component comprises the video,

keyboard, and printer subsystems. The overall performance of the microcomputer depends on the

first three components; it would be pointless to substantially increase the capacity of one component

lin this report, the terms CPU, chip, microcomputer processor, and microprocessor are used
-- interchangeably.

2A program is a set of instructions that tell the computer to perform a task. A program can
-- perform tasks as simple as displaying "hello world' or as complex as running the MATH model.

3



without correspondingly increasing the other components. We focus on the development of the first

three components in this report, since the last component does not significantly affect model

processing.

2. Evolution of the PC

By today's standards, the original IBM PC was a very small machine with a mere 64,000

characters or 64 kilobytes (KB) of memory and a single-sided floppy drive with 160KB of storage.

Introduced in 1981, the IBM PC used an off-the-shelf microcomputer processor from Intel,

designated the 8088. The processor had a 16-bit CPU with an 8-bit data path (Table II.1). It was

a stunningly powerful computer for its time.

TABLE II.1

DEVELOPMENT OF THE INTEL CHIP FOR THE IBM PC FROM 1981 TO 1993

First Full Year of Word Memory Instructions Typical Clock
Chip Production Size b Addressability Per Second Cycles Per Second

8088 1981 8/16 1MB 3OOK 5MHz

80286 1985 16 16MB 1.5M 12MHz

80386 1987 32 4GB 5M 25MHz

80486 1990 32 4GB 15M 40Mhz

80586 a 1993 32/64 N/A 100M 100Mhz

SOURCE: Henke and Kuvshinoff (1992).
aNot introduced yet; these are estimates.
bA key measure of a machine's capacity, word size is the number of bits the chip typically transmits.
Larger values reflect more powerful chips.
N/A: Not available.

A year or two later, IBM brought out the PC-XT, which could have up to 640KB of memory and

a 10 million-byte [or 1-megabyte (MB)] hard disk. Many people felt that it was inconceivable that
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-- anyone could harness that much power. Nonetheless, in 1984 IBM introduced an even more

powerful PC, the IBM PC-AT, which became an instant success. This class of machine enabled users

to quickly perform such tasks as word processing and spreadsheet calculations; however, these

-- machines were far less successful at such applications as SAS or FORTRAN, which require much

greater resources--especially in storage and computational power.

Not very long after the PC-AT made its appearance, Intel introduced the 80386 (386) chip. This

_ new CPU opened the door to almost mainframe-like power. The hardware was capable of

multitasking (running two or more programs simultaneously), of performing full 32-bit arithmetic

using a 32-bit data path (the same size that current IBM mainframes use), and of addressing up to

4 billion bytes (4 gigabytes, or 4GB) of memory. At this point, the line between microcomputers,

minicomputers, and even mainframes started to blur.

-- Continuing to move forward, Intel introduced the 80486 (486) chip in 1989. The 486 was very

similar to the 80386 except that it had a built-in math coprocessor 3 and a built-in 8KB cache (which

provides quicker access to data). Intel is currently working on the next generation chip. Unofficially

-- dubbed the 80586, or P5, this chip is expected to be four or five times faster than the 80486. It

should be in production in early 1993.

3. Increase in CPU Speed and Disk Speed

The most significant factors that affect the speed of a microcomputer for microsimulation

_ programs are the CPU speed (processing speed) and the hard disk speed.

a. CPU Speed

CPU speed is often measured in relation to the speed of the original PC-XT, and we will use

this as our principal measure. The frequency, or number of clock cycles, at which the chip operates

-- 3A math coprocessor performs floating point or real arithmetic (arithmetic that involves numbers
with decimal points) much faster than the CPU can by itself. Since much of the MATH model's work
involves floating point numbers, a math coprocessor is critical to fast calculations. The cache provides
quicker access to data stored in memory.
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is another measure of speed, but it is useful only when measuring the speed of chips in the same

class. Frequency is usually expressed in millions of cycles per second (megahertz, or MHz). We

define this measure because the reader will often see mention of a 33MHz 486 or a 50MHz 486. The

number of instructions in millions per second (MIPS) is another measure of speed that is often used.

However, there are many types of instructions that take different amounts of time to execute, and

some types of CPUs can execute several instructions at once, so this is a fairly vague measure.

Each new generation of CPU or chip has doubled or even quadrupled the processing speed over

that of the previous generation. In addition, the frequency (MHz) within each CPU generation

increases with newer versions of the same chip. For example, the 486 started out at 25MHz,

increased to 33MHz, and the latest versions of the 486 now run at 50MHz. The frequency is linearly

related to the processing power within the same class of machine. According to The NORTON

Utilities, a commonly used measure of CPU speed, a 33MHz 486 PC is 70 times faster than the

original PC-XT and about 33 percent faster than a 25MHz 486. The 50MHz 486 is about 50 percent

faster than the 33MHz 486, or about 100 times as fast as the PC-XT. See Table II.2 for typical

speeds for each type of CPU.

TABLE II.2

TYPICAL CPU SPEEDS

CPU RelativeSpeeda MIPS ClockSpeed

8088 1 0.25 4.77MHz

80286 4 1 8MHz

80386 33 7 33MHz

8048625MHz 50 10 25MHz

8048633MHz 70 14 33MHz

80486 50MHz 100 21 50MHz

aRelative speed measured using the SI command from The NORTON Utilities V4.5.



-- b. Hard Disk Speed

Two factors that affect disk speed are (1) average access time and (2) data transfer rate (DTR).

Average access time is often critical to applications that read or write data randomly. Access time

_ is generally measured in thousandths of seconds or milliseconds (ms). The MATH model reads and

writes data sequentially, whereas databases uae random access. The DTR is the more critical factor

for microsimulation models or other applications that sequentially process large data files. Transfer

rates are measured in either millions of bytes (megabytes) or in millions of bits (megabits) per second.

While disks are mechanical in nature, the CPU is electronic. As a result, we have not observed the

-' same amount of increase in speed for hard disks as has been observed for the CPU, since mechanical

parts are more difficult to improve. The average access time has decreased from over 100 ms on the

original PC-XT to under 10 ms on some newer hard disks. Notice that this change lags behind the

-- relative increase in the CPU speeds. The DTR has increased from under 100,000 bytes per second

to over 1MB per second. While rates of transfer achieved in real world applications will vary

somewhat from these benchmark rates, the latter are indicative of the actual increase in the DTR.

4. Increased Storage Capacity

_ Three types of storage capacity are relevant to this report: (1) hard disk capacity, (2) memory

capacity, and (3) backup capacity. The typical storage capacity of a moderately priced hard disk drive

has increased from 10MB to 200MB. However, drives as large as 2 billion characters (2 gigabytes,

or 2GB) have recently been announced by manufacturers of hard drives. This increase in storage

capacity is essentially a response to storage requirements, which have risen with each new generation

of software. We benefit from more storage capacity, since a PC-based MATH model will require

substantial disk space.

As mentioned, memory is where a program and its data are stored while it is being executed.

-- This memory is often called RAM for random access memory or DRAM for dynamic random access

memory. The typical amount of RAM installed on a PC has risen from 64KB in the original PC to
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more than 4MB, which is the minimum required to run many current software packages and operating

systems such as Windows or OS/2. Many PCs are capable of holding 32 or 64MB of memory (or

1,000 times the capacity of the original PC).

Backup capacity refers to the ability to preserve data on a secondary medium to prevent data

loss. Backup or archival mechanisms for the PC have evolved from diskettes to 1/4-inch tapes to

digital audio tape (DAT) and optical disk storage. Floppies were originally single sided with 160KB

of storage. They are now double-sided and have evolved to 1.2MB, 1.44MB, 2.88MB, and more

recently to 20MB sizes. Backup tape drives, which started out with a capacity of 20MB, have grown

to 700MB or more for 1/4-inch tapes, 2.2GB for 4-mm DATs without compression, and 8-mm DATs

that hold 5GB without compression. Compression (which refers to reducing the size of a data set

through eliminating redundancy) can double these storage capacities.

Magnetic optical (MO) disk technology is the latest storage medium. MO has some advantages

over the other technologies, since (like the Bernoulli drive technology that MPR uses extensively)

the system treats it like another hard disk. Therefore, the user does not have to learn new commands

or procedures. The typical sizes for optical disks are 128MB, 600MB, and 1GB.

5. Evolution of Software

Without applications or software, a computer is just a collection of metal, plastic, and silicon.

The PC was not widely useful until programs like VISICALC (the first spreadsheet) and Wordstar

(very close to the first word processor for a PC) were introduced. The availability, capability, and

sophistication of software has grown tremendously in the past decade, although not nearly as fast as

the hardware has advanced. Software is just now beginning to catch up to the hardware capability

introduced with the 80386. An operating system (OS) is the framework on which applications rely

to load and execute; to provide printer, video, and disk services; and to interface in general with the

system. Operating systems like OS/2 and UNIX are able to use most of the power of today's

technology, unlike DOS, which is designed to run on 8088s and up. Since DOS is written for the
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-- least common denominator, it is not able to use many of the enhancements of newer chips and thus

suffers performance loss. Nonetheless, some versions of the FORTRAN and C programming

languages are able to make use of the full range of memory and storage provided by current

hardware.

The most popular operating system used is Microsoft's MS-DOS. MPR and most government

agencies use this system for most of their day-to-day work. However, both IBM and Microsoft are

developing competing operating systems. This makes it difficult to predict the future of OS, but we

believe that in the long run, this competition will help the user. IBM is developing OS/2 2.0, and

-- Microsoft is developing WINDOWS NT. Both offer a great deal more power than DOS, but we are

more concerned with OS compatibility with software packages than with OS power, per se. Windows

NT is not currently available, but OS/2 2.0 is. We have done some limited testing on it, and we find

-- it robust and fairly fast for our applications. It offers a high-performance file system and a full 32-bit

development environment. Both of these features offer improvements in speed and performance

over DOS. We expect similar results from Windows NT.

6. Declining Costs

w Another important measure of the change in the PC computing environment is the fact that the

cost of the typical PC has dropped almost as drastically as the power has increased. The net effect

of this is made clear in Table II.3. In 1985, one could buy an IBM PC-AT for approximately $6,000.

This money purchased a 6MHz 80286, a 20MB hard disk, a monochrome monitor, a math

coprocessor, a 1200-baud modem, and an 80-character-per-second dot matrix printer. In current

-- dollars, $6,000 now buys a very fast 50MHz 486 computer with a quality color monitor, 8MB of

memory, 1GB hard disk drive, and a laser printer. This computer can outperform the original AT

by a factor of 20 and the PC-XT by a factor of 100 or more for most types of applications. In

-- addition, the per-megabyte cost for storage media has dropped 100-fold in the past decade. (See

Tables II.4 and II.5 for some comparisons.)
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TABLE II.3

COMPARISON OF PC PRICES OVER TIME

Original Package
Computer TypicalDrive Cost CurrentPrice

8088XT 10MB $6,000in 1982 $600

80286 AT 20MB $6,000 in 1985 $700

80386 40MB $6,000in 1987 $1,800

80486 100MB $6,000in 1989 $2,000

TABLE II.4

COST PER MEGABYTE OF STORAGE FOR HARD DISKS OVER TIME

Year S/MB Typical Capacity

1982 300.00 10MB

1984 60.00 20MB

1992 3.00 100MB

TABLE II.5

CURRENT COST PER MEGABYTE FOR DIFFERENT STORAGE MEDLA

Media S/MB Typical Capacity

HardDisk 3.00 100- 1000MB

Tape

V4-inch 0.10 20 - 250MB

DAT 0.01 1000- 2200MB

Bernoulli 1.50 44 - 90MB

Rewritable Optical 0.30 128 - 950MB
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-- The cost/benefit ratio derived from PCs with current technology has opened a vast range of

opportunities for downsizing applications from mainframes to PCs. The technical advances discussed

in this chapter allow us to seriously consider moving the MATH model from the mainframe to the

_ PC. Most barriers have been removed, and there is no end in sight to the technological explosion

that started ten years ago. We can be certain that tomorrow's computer will have capabilities of

which we have not yet dreamed.

B. MICROSIMULATION APPLICATIONS ON THE PC

PC-based microsimulation models were rare until very recently. In this section, we describe

models with objectives similar to those of the MATH model that are operating effectively on the PC.

1. QC Minimodel

-- Data on the sample of Food Stamp Program (FSP) cases drawn for quality control review

purposes have been used since the mid-1970s for simulating the impacts of program changes on

current program participants. Until 1987-88, these simulations were done by FINS or MPR staff using

_ SAS on a mainframe computer. Starting in 1987, a microsimulation model was developed by MPR

for the PC environment. The model was originally implemented in PC SAS. SAS proved to be too

slow and limiting for the quick-response demands, and the processing portion of the model has since

_ been converted to FORTRAN. The QC Minimodel makes extensive use of menus to (1) define

program reforms and the universe of recipients to which these reforms apply, and (2) select the

reporting options for the simulation.

The PC-based QC Minimodel is routinely used for producing quick-response simulations for

which a sample of program participants is an appropriate database. From this experience, we have

-- learned several lessons that are relevant to the design for the PC implementation of MATH:

-- · A PC-based model can be much more accessible than a mainframe-based model,

and analysts can use well-designed menus to set up and run many quick-response
applications without assistance from a programmer.

11



· A PC-based model can execute quickly and provide rapid policy simulation
response.

· Model design and the choice of software for implementing the model are critical
to time and cost savings. Converting the processing portion of the model from
SAS to FORTRAN reduced model execution time from hours to minutes)

2. FOSTERS

The FOSTERS model was developed to take advantage of the rich data on FSP eligibility

available from the Survey of Income and Program Participation (SIPP) starting with the 1984 panel.

FOSTERS has been used to develop the eligibility estimates for 1984, 1985, 1988, and 1989 as

reported in the series Current Perspectives on Food Stamp Program Participation (FNS, 1988, 1990,

1992a and 1992b). The model replicates as closely as possible the eligibility determination process

of the program. It also models the unit's participation decision based on reported participation status

and the observed probability for units with like characteristics. The model was originally developed

for the mainframe computer but was moved to the PC in 1989. Both versions of the model were

programmed in FORTRAN.

Simulations are normally based on a full sample of SIPP households reorganized in a household-

level format. A simulation for 10 plans executes in less than 15 minutes on a 486 machine, which

would cost under $4 at MPR's rates. The mainframe version executes in about the same clock time,

but would cost $25 for a single reform plan simulation. FOSTERS is neither parameterized nor does

it have a developed user front end for setting up simulation runs. By parameters, we mean the

variables that define an assistance program. For instance, some of the variables that define the FSP

are income limits, assets limits, and benefit levels. If a model is "parameterized," we can change the

values of these variables (or parameters) without changing computer code. The following lessons

have emerged from the development and operation of the FOSTERS model:

4The SAS version would need 1 hour to run one reform plan on a 386, while the FORTRAN
: version would take under 10 minutes to run 5 reform plans on the same computer. The SAS version

could only run 1 plan at a time, so 5 reform plans using the SAS model would take about 5 hours.
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-- · Complex eligibility simulations using the rich SIPP data and associated long records
are feasible on a PC.

· Hardware and software are readily available on the PC for this type of application.

· Significant time and cost savings can be easily achieved by moving a simulation
_ model from the mainframe to the PC.

3. SPSDfM

The Social Policy Simulation Database/Model (SPSD/M) was developed by Statistics Canada

(1990). It is implemented on an IBM-compatible PC, written in the C language, publicly distributed,

and designed to be easily used by nonprogrammers. It is a static model of the Canadian household

tax and transfer programs. Several lessons from the SPSD/M model are relevant to this design effort:

· Relatively complex program simulations can be set up interactively. The SPSD/M
system allows users to interactively set up the model parameters for the simulation.

· Interface with other MS-DOS software packages such as PC SAS and Lotus 1-2-3
is feasible and attractive to users.

· Models implemented on the PC that emphasize user access are used widely.
Statistics Canada reports that there are numerous users of the SPSD/M model

-- outsidethe agency.

· PC-based models of several complex tax and transfer programs can provide quick
response. Statistics Canada reports that a typical simulation requires 20 minutes
on a 386/20 machine.

4. TRIM2

w The Urban Institute has ported part of the mainframe and VAX version of their simulation

model, TRIM2, to the PC. 5 The Supervisor (the framework for the model) and its attendant

components have been converted to the PC, and an employer health insurance module is working

on a PC. To achieve this change, The Urban Institute had to convert the IBM assembler language

routines, which are specific to the IBM 370 mainframe series, to a more portable language. The

5To port, or to port code, means to take code from one platform and make it operate on a
- different platform.

13



Institute also was required to rewrite the data management facilities built into the mainframe version.

The C language was selected for both tasks. The model runs in a very impressive 30 minutes on a

25MHz 386 PC using a 30MB version of the database. This version contains the full CPS household

sample, but only the most commonly used variables. These results are important in terms of assessing

the feasibility of a PC-based MATH application, since the TRIM2 model is very close to the MATH

model in concept and magnitude. The TRIM2 model demonstrates that:

· A PC-based application of a model of the size and scope of the MATH model is
feasible.

· It is possible to convert the IBM mainframe assembly language routines.

5. CORSIM

CORSIM 2.0, developed by Steven B. Caldwell at Cornell University, is a dynamic

microsimulation model of the U.S. population. CORSIM is written in the C language and is portable

across a range of computational platforms. It models fertility, mortality, immigration, first marriage,

assortative mating, divorce, remarriage, and home ownership, as well as many other dynamic

processes. CORSIM was coded, debugged, and calibrated on desktop PCs. It can generate 30-year

simulations with an initial sample of 50,000 or so persons on a 25MHz 486. For larger runs, the

model is ported to other platforms, specifically Cornell's IBM 3090/600, since these runs exceed the

capacity of PCs. The lessons generated by the CORSIM model are:

· There are some limits to modeling on a PC, although it can handle very large
simulations.

· Code can be written so that it is portable.

· Large models can be developed on PCs and uploaded to a mainframe and vice
versa.
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